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Need for 
Interpretability in AI

• Understanding black-box models and their predictions are crucial in 
high stake applications
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Is that it?
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(above image)“Adversarial Preprocessing: Understanding and Preventing Image-Scaling Attacks in Machine Learning” [link]
“Backdooring and Poisoning Neural Networks with Image-Scaling Attacks” [link]

https://www.usenix.org/system/files/sec20fall_quiring_prepub.pdf
https://arxiv.org/pdf/2003.08633.pdf


Is that it?
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Model 
debugging
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Predictive	
Model

Defendant	Details

Prediction	=	Risky	to	Release

Model	Understanding

Race

Crimes

Gender

This	prediction	is	
biased.	Race	and	
gender	are	being	
used	to	make	the	
prediction!!

[	Larson	et.	al.		2016	]

https://arxiv.org/abs/1606.03490


Jay Shah: public.asu.edu/~jgshah1/ 9

Model 
debugging

Bias 
detection

Assess 
reliability of 

models



Towards 
model 
understanding
Approach 1: 

Building inherently 
Interpretable models
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Towards 
model 
understanding
Approach 2: 

Explaining black-box 
predictions using common 
human’s understanding.
[post-hoc explainability]
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Input 
data

Predictions
(probabilities)

Explainer



• Local explanation based

• Feature importance
• Counterfactuals
• Instance based
• Saliency maps
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• Global explanation based

• Concept-based
• Proxy models/

Model distillation
• Aggregating local 

explanations
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Intuition for Shapley Value

15

❑ A company has 2 employees, Jay and John

❑ How much does each deserve?

no one works, no profits T{} = 0

Jay only works, 
company profit 20 units

T{Jay} = 20

John only works, 
company profit 10 units

T{John} = 10

Jay and John works, 
company profit 50 units

T{Jay, John} = 50

Permutation Marginal for Jay Marginal for John

Jay, John Given Jay=20 we get John= (50-20) =30

John, Jay we get Jay=(50-10) = 40 Given John=10

Shapley Value 30 20



Shapley value and Deep Learning

How are they connected?

output → risk probability for disease for that 
patient

Red → show features 
contributing positively to the 
disease classification 

Blue → otherwise 
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Post-Traumatic Headache (PTH)

• Two people can have same brain injuries yet only 
one might get PTH and other might not.

• It is a truly multi-variate study to understand the 
potential biomarkers and mechanisms for PTH.

• Goal: use DL for finding biomarkers across modalities; combined and separate
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Collaborating with Dr. Todd Schwedt & Dr. Catherine 
Chong, experts in neurology at the Mayo Clinic

 
à Underlying biomarkers for PTH & Persistent-PTH. 

The goal is to build a multi-modal Deep Learning 
model to identify and delineate significant 

biomarkers.



Dataset(s)

NIH and DoD dataset of PTH and Migraine patients respectively

1. Clinical data
2. Imaging data
3. Speech (audio) data
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1. Imaging Data

How the activation percentages per brain regions were generated?

21

10 ResNet10, 
10 ResNet18, 
10 ResNet34



Data Preparation Process (Continued)

How the activation percentages per brain regions were generated?

22



Data Overview
Responses

Recovered -> 0
Not Recovered -> 1

Features = amount of activations in 
brain regions

Total brain regions = 176
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Feature importances from SHAP

using a 
Logistic Regression model 

(linear model)

Response Variable = Column T

decreasing order of feature 
importance 

(using SHAP)
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Few observations

Top regions sorted based on 
region-wise activations from DL 

model

Without region-wise 
activation sorting

prefrontal cortex and anterior cingulate, has been observed in migraine patients 
→ Altered functional magnetic resonance imaging resting-state connectivity in periaqueductal gray networks 
in migraine. Caterina Mainero MD, PhD, Jasmine Boshyan BS, Nouchine Hadjikhani MD, PhD

among subjects with migraine and PPTH regarding brain regions related to pain processing, abnormally bilaterally 
reduced cortical thickness in frontal areas and right hemisphere parietal regions in PPTH subjects 
→ The Relation between Persistent Post-Traumatic Headache and PTSD: Similarities and Possible Differences Martina Guglielmetti 1,2, Gianluca Serafini 
3,4,* ,† , Mario Amore 3,4 and Paolo Martelletti 1,2,†

Based on some literature relating to 
Migraine, PPTH and PTH → we do find 
few overlapping regions as highlighted

https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-
traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096

26

https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Mainero%2C+Caterina
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Boshyan%2C+Jasmine
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Hadjikhani%2C+Nouchine
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096
https://www.mayoclinic.org/medical-professionals/neurology-neurosurgery/news/post-traumatic-headache-clinical-trial-seeks-predictors-and-therapies/mac-20502096


From SHAP’s feature
Importance list

prefrontal cortex and anterior cingulate, has been observed in migraine 
patients 
→ Altered functional magnetic resonance imaging resting-state connectivity in periaqueductal gray 
networks in migraine Caterina Mainero MD, PhD, Jasmine Boshyan BS, Nouchine Hadjikhani MD, PhD
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2. Clinical data

Dataset Used
Clinical data only from the NIH study 

Total sample size 64 patients

❖ 38 Healthy Controls (HC)
❖ 26 Post-Traumatic Headache (PTH)

❖ 790 features [age, hh_quality_1, midas_1, scat_pressure, ....]
Questionnaire responses

Jay Shah: public.asu.edu/~jgshah1/ 28



2. Clinical data

Model Used
❑ 2-layer MLP (Multi-Layer Perceptron) Network

❖ 2-layer only because of simplistic clinical data

❑ Inputs are patient clinical features
❑ Outputs: HC or PTH

Jay Shah: public.asu.edu/~jgshah1/ 29



Interpretability Pipeline

30

Data MLP 
Model

Healthy

PTH

Explainer
Explainer 
Output

(patient#22)patient #22

Standard
classification 
pipeline

prob = 0.7

prob = 0.3

feature-1feature-2 feature-3 feature-4

Goal is → Training + Explanation



2. Clinical data

SHAP results
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midas_3 scat_dont_feel ha_untreated_baseline scat_pressure sf_8_2

midas_ha_freq domain_pgic___6 hyperacusis_score hh_ha_days_30 brief_pain_inventory_2
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Healthy cohort

major features:

hh_ha_days_30
midas_ha_freq
midas_3
scat_xxx
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PTH cohort

major features:

hh_ha_days_30
midas_ha_freq
midas_3

scat_xxx
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Observations

• For Healthy subjects, 
• the four important features are homogeneously distributed 

• For PTH, 
• interestingly similar set of features, 
• way the features contributing to the diagnosis varies greatly

→  due to the heterogeneity of the patients

• meaning → not all PTH patients have same reasons.



Dataset used
❑ Speech data only from the NIH study 

❖ Dataset curation: Jianwei Zhang (ASU), Prof. Visar Berisha (ASU)

❑ Total sample size 22 patients

❖ All 22 are PTH
❖ 17 features
❖ Acoustics: 

� GOPVowel, GOPConsonant ( and their normalized values); 
� YesterdayPauseRate and DreamPauseRate; 
� SentenceReadingSpeakRate

❖ Yesterday and Dream NLP: 

� BrunetIndex, HonoreStat, NP_rate, TTR, VBI/W, VP_length.

35

3. Speech data



Overall Architecture (with speech data)
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MLP Net

clinical features

speech features

imaging features

{midas, scat,...}
Output probabilities: 
{increasing Headache 

intensity
OR

decreasing Deadache 
intensity}

SHAP 
Explainer

model, seen data

{SentSpeakingRate, 
DreamNLP,....}



Observations
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SHAP results for Biomarker Discovery
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Clinical data

Imaging 
data

Speech 
data
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Limitations

Truthfulness of explanations
Reliability of methods
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Edge detectors are much similar to outputs of saliency maps on most methods



Limitations

Truthfulness of explanations
Reliability of methods
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Perturbations generated in methods 
like LIME can be out of discribution 
of actual model’s data cohort

And hence explanations generated 
from these methods can often fall 
into false conclusions 

Hence, they are prone to “fooling” 
attacks

Post hoc explanations 
can be manipulated via 
adversarial attacks



What’s next?

• Domain of Interpretable and Explainable AI is fairly new

• There’s no one silver bullet

• Definitions to explanations vary from application-to-application and user

• Research in post-hoc explainability is going to be more prevalent

• Focus on robust explainable systems

• That cannot be hacked or fooled

• Metric to potentially evaluate performance of these methods

• Or atleast some part of it
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Thank You!
Questions?

Email: jgshah1@asu.edu
Homepage: https://jaygshah.github.io/ 

mailto:jgshah1@asu.edu
https://jaygshah.github.io/

